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Abstract—In this letter, a new model is proposed for radio fre-
quency power amplifiers exhibiting memory effects. The model is
based on nested look-up tables that compute the estimated ampli-
fier output signal, based on the current input sample and the pre-
ceding ones. The model is validated experimentally, using input
and output waveforms of a high-power LDMOS based amplifier
driven by a multicarrier WCDMA signal. It is shown that the per-
formance of the proposed model is comparable to that of the con-
ventional memory polynomial model. However, the nested look-up
table based model significantly reduces the complexity of the iden-
tification of the model’s parameters, as well as the computational
complexity in calculating the estimated output signal.

Index Terms—Distortion, look-up table (LUT), memory effects,
nonlinearity, power amplifier (PA), 3G.

1. INTRODUCTION

ADIO frequency (RF) power amplifiers (PAs) are among
R the most critical subsystems in modern wireless transmit-
ters. Indeed, the PA’s cost and performance greatly affect those
of the overall transmitter. This is even more important in wire-
less communication systems that set stringent requirements on
the linearity of the transmitter’s RF front end, and especially
of the RF power amplifier. Thus, the modeling of power am-
plifiers has been subject to numerous researches over the past
years. In addition, the modeling of the PA is an important issue,
not only for predicting the amplifier’s output signal and its spec-
trum regrowth, but also for deriving the corresponding predis-
tortion function for linearization purposes.

Due to the trend of using wideband signals and multicarrier
power amplifiers, it is becoming essential to take into account
the memory effects when modeling PAs. Several models have
been proposed in the open literature to model RF power am-
plifiers and transmitters that exhibit memory effects. Among
these models, one can distinguish Volterra series [1], memory
polynomials [2], neural networks [3], [4], and two-box Wiener

Manuscript received February 12, 2007; revised June 27, 2007. This work
was supported by the Informatics Circle of Research Excellence (iCORE), by
the Natural Sciences and Engineering Research Council of Canada (NSERC),
and by Canada Research Chairs (CRC).

O. Hammi, F. M. Ghannouchi, and S. Boumaiza are with the iRadio Labo-
ratory, Department of Electrical and Computer Engineering, Schulich School
of Engineering, University of Calgary, Calgary, AB T2N 1N4, Canada (e-mail:
ohammi@ucalgary.ca; fghannou@ucalgary.ca; sboumaiz@ucalgary.ca).

B. Vassilakis is with Powerwave Technologies, Inc., Santa Ana, CA 92705
USA (e-mail: bvassilakis @pwav.com).

Color versions of one or more of the figures in this letter are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/LMWC.2007.905627

and Hammerstein models [5], [6]. These models either call
for identification procedures that cannot be performed online
or require high computational complexity for identifying the
models’ parameters.

In [7], an augmented Wiener model and its parameters identi-
fication procedure were proposed. In comparison with the previ-
ously mentioned modeling approaches, the procedure reported
in [7] reduces the required computational complexity by ex-
tracting the static nonlinear function of the PA, using an aver-
aging technique and then identifying the memory effects linear
filter.

In this letter, a nested look-up table (LUT) based model for
PAs with memory effects is proposed to further alleviate the
computational complexity associated with the identification and
implementation of PA models. This model fulfills the need for
an accurate real-time model with low computational complexity
in both the identification step and the output estimation step. The
proposed model extends the use of LUT based models that have
previously been limited to memoryless PAs.

The proposed model is presented in Section II; and, the ac-
curacy of the new model in predicting the PA’s output signal is
assessed experimentally in Section III. The conclusions are pre-
sented in Section IV.

II. PROPOSED NESTED LUT BASED MODEL

For a nonlinear power amplifier with memory effects, the
baseband output waveform (y(n)) is given as a function of the
baseband input waveform (z(n)) according to

y(n) = flz(n),z(n—1), -, 2(n — K)] )

where f is the amplifier’s nonlinear complex transfer function
to be identified, and K is the memory depth.

In this work, a nested LUT architecture is used to model the
PA’s nonlinear complex transfer function. Fig. 1 illustrates a
nested LUT based model having a second-order memory depth,
where a9, 1 and g correspond, respectively, to the index value
at each level of the LUT’s tree. First, the value a» of the in-
dexing variable I(n — 2), corresponding to the sample z(n —2),
is used to select a two-level LUT’s tree. Similarly, the value g
of the indexing variable I(n — 1), corresponding to the sample
x(n — 1), is used to select one basic LUT cell among the basic
LUT cells forming the lower level of the two-level LUT’s tree,
previously identified by I(n —2). Finally, the value « of the in-
dexing variable I(n), corresponding to the actual sample z(n),
will be used to select the appropriate complex gain of the PA’s
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Fig. 1. Nested LUT architecture.

model from the basic LUT cell defined by the combination of
the two previous indexes, I(n — 2) and I(n — 1).

The basic LUT cell is equivalent to a memoryless LUT based
model. Accordingly, K+ 1-level nested LUTs are required to
model a PA whose memory depth is K. Assuming that the in-
dexing variable I(n) is quantized over S values, the i-level
nested LUT will consist of S*~! basic LUT cells, each of which
contains S elements. Thus, the overall size of the i-level nested
LUTs will be S* elements.

As shown in Fig. 1, the elements of the LUT’s tree are equiv-
alent to multiple nested LUTs indexed using a compound index
I(n —2,n — 1,n). In the more general case of a PA having a
memory depth K, the compound index is

I(n—K7---7n):1+Z((I(n—z’)—l)-5’i). )

The proposed model is, by far, more computationally effi-
cient than all the previously reported models for PAs exhibiting
memory effects. The advantage of the proposed model extends
over the initialization step and the output estimation or modeling
step. In fact, the identification procedure of the proposed model
is straightforward. During the initialization step, the input and
output baseband waveforms are used to fill the LUT elements
with the corresponding complex gain value. This gain value will
be applied to the input signal to estimate the PA’s output wave-
form during the modeling step.

Fig. 2 describes the operation of the proposed model during
the initialization and modeling steps. Accordingly, the initial-
ization step of the model does not require any identification
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Fig. 2. Block diagram of the proposed model.

process. In addition to the instantaneous complex gain esti-
mation, only an index calculation is performed, which implies
K+1 additions and K41 multiplications per LUT element.
This is a major advantage when compared to the identification
procedures required by the reported models. For example, the
identification of the widely spread memory polynomial model
(K41 branches with an N order polynomial in each branch)
requires the calculation and the inversion of a Vandermonde
matrix, whichis ((N +1) x (K +1)) x L, where L is the length
of the data frame used for identifying the polynomial model.

The augmented Wiener model reported in [7] is among the
models that require the least computationally extensive iden-
tification procedures. However, this still involves the extrac-
tion of the static nonlinearity, using a dynamic exponentially
weighted moving average technique and then the identification
of the linear filter. Compared to these models’ identification ap-
proaches, the computational efficiency improvement of the pro-
posed model is significant.

At the modeling step, the estimation of each PA’s output
sample involves the compound index calculation, and one single
complex multiplication. The calculation of the compound index
requires K +1 additions and K'+1 multiplications. Thus, it is
clear that the calculation of the estimated output signal using
the proposed model is less computationally demanding than
all the previously reported PA/transmitter models that take into
account memory effects.

Moreover, it is worth mentioning that the proposed model is
data-based, and is independent from the nonlinearity shape and
order, and also from the device technology of the power ampli-
fier. In addition, it can be applied to model the entire transmitter,
if the transmitter’s input and output waveforms are used instead
of those of the PA.

III. EXPERIMENTAL VALIDATION OF THE MODEL’S ACCURACY

The proposed PA model was validated on a 100-W peak
power LDMOS amplifier operating in class AB. The device
under test was driven by a two-carrier WCDMA signal. First,
the complex time domain waveforms at the input and output
of the PA were extracted, using the characterization technique
proposed in [8]. The measured data were used to generate the
nested LUT model described in the previous section. The LUTs
were indexed by the envelope magnitude, which was quantified



714 IEEE MICROWAVE AND WIRELESS COMPONENTS LETTERS, VOL. 17, NO. 10, OCTOBER 2007

0.4

== Measurement
=== Multi-Branch Polynomial Model
—¥— New Model

it \

o
w

() apnyubepy wioyAepn
o
N
-~

o

=
S
) |

—)

2000 2050 2100

Index

2150 2200

Fig. 3. Measured and estimated PA’s output waveforms.
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Fig. 4. Measured and estimated PA’s output spectra.

into 128 levels. The memory depth was set to K = 2. Hence,
the total LUT size was 2M words (1283).

The measured input and output waveforms were also used
to derive the memory polynomial model of the device under
test, for which the same memory depth was used, resulting in
a three-branch polynomial model. The polynomial orders were
setto 12 per branch. Both models were constructed using 50% of
the input waveform that was applied during the model validation
step. The PA’s output waveforms were first estimated using both
identified models. The estimated output signals are plotted in
Fig. 3, along with the measured waveform at the output of the
PA.

As shown in Fig. 3, the accuracy of the proposed model in
the prediction of the time domain waveforms was similar to that
of the memory polynomial model. Similarly, the PA’s output
spectra were considered for additional model validation pur-
poses. Fig. 4 presents the measured spectrum at the output of the

PA and the estimated output spectra obtained by both models.
According to this figure, both models resulted in the accurate es-
timation of the PA’s output spectra. The slight discrepancies be-
tween the models’ predictions and the measurements at 20 MHz
away from the central frequency were due mainly to the limited
bandwidth (40 MHz) of the vector signal analyzer used to cap-
ture the baseband waveforms data and to identify the models.

IV. CONCLUSION

In this letter, a new data-based nested LUT structure suitable
for the modeling of power amplifiers exhibiting memory effects
is presented. The model is constructed directly from the mea-
sured input and output waveforms. The experimental valida-
tion demonstrated the model’s accuracy in estimating the output
signal under multicarrier WCDMA excitation. The model per-
formance is comparable to that of the well established memory
polynomial model. The major advantage of the proposed model
over the existing models is its low computational complexity in
both the identification step and the output estimation step.
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